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Abstract: This paper is intended to account spatial streciffects on freight demand using
aggregate data. Spatial structure affects travabms, if it is not included in the model, then i

could lead to a biased model. Spatial structurecedf are usually studied using competing
destinations models, which need disaggregate ddies paper presents the adaptation of
competing destinations model together with intenvgnopportunities models to account for
spatial structure effects using aggregate data.appécation of the model shows that competing
effects occur at origin zone, while agglomeratitfiecs occur at destination zones.
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1. INTRODUCTION

This paper is started with a hypothesis that theran effect of spatial structure on freight
demand in Indonesia. There are three reasons b#tigtesearch. First, spatial structure effects
are usually modelled using disaggregate data, wdnielrarely available in developing countries.
Second, the knowledge of the effects of spatialcttire on transport demand is an important
input in transport system and location planningirdhfreight demand reflects the extent of
spatial interaction between cities so that it cdaddused to examine spatial structural effects.

Freight demand is usually considered as a derivedadd. Freight interaction between two
different spatial locations will occur when theseai demand for a commodity in one location and
an oversupply of that commodity in another locatidnother important determinant for freight
demand is of course transport impedance. As inyeroad networks do not usually offer many
alternative routes from one location/city to ott@ecations/cities, the city position in the road
network could be a key determinant of freight dethapplications of freight demand models in
developing countries tend to ignore this variabletheringham (1983) stated that when a spatial
structure variable is not included in the modegntispatial structure is implicitly reflected in the
distance component, which is then necessarily Biase

In Indonesia and probably also in other develomiagntries, most cities grew along the main
road network as local road transport networks wesaally not well established in the initial
urban developments. The trend is still continuirgere new activity centres emerge along main



roads, although other smaller roads have been wegrand some new roads have been built.
These conditions may be due to higher level of sgibdity offered by main roads.

The understanding of spatial structure effects ramsjport could assist planners in selecting
locations of activities that have high accessiibind could minimise transport costs to all
locations in a network. On the other hand, planre@s® could decide to set priorities in
expanding the road network that will also prodwezest transport costs in the whole network.
Following this introduction, there are five othecsons to the paper. Section two describes the
study area and the data, section three reviewshe@ies and application of spatial structure
models, section four explains the modelling frameveection five gives the application results
and section six gives conclusions.

2. MODELLING SPATIAL STRUCTURE EFFECTS: A REVIEW

The effects of spatial structure in spatial chace commonly represented by a variable called
accessibility. Accessibility value indicates thesedbenefits or costs associated with travel) of
people or commaodities to travel from specific lomas to other locations. Accessibility could
also figure spatial structure and transport netwar&racteristics. Thus, we could examine the
connection between transport network and spatiatstre in order to determine the effects of
one upon the other using accessibility (Primer@00,1).

Spatial structures effects can be examined usirdisaggregate approach and an aggregate
approach. In a disaggregate approach, several mbdeke been applied such as logit models
(Pellegrini and Fotheringham, 2002). In an aggregaiproach, researchers usually employed
gravity-type models (Guldmann, 1999).

Pellegrini and Fotheringham (2002) stated thatigpahd aspatial choices differ in processing
information. The number of alternatives is commomiych larger in spatial choices, so that a
traditional multinomial logit (MNL), which requiresdividuals to simultaneously evaluate all
alternatives, is inappropriate. It could happerthe MNL applications that a destination with
maximum utility is not selected because it is nexealuated. Therefore, a weight of the utility of
an alternative is needed. The weight measures tbleability of the alternative is actually

evaluated. The MNL model then become:
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where P(j) is the probability of individual n (from origif) selecting destination j, ij\n/is the
utility of destination j viewed by individual n iorigin i, and L (jJ€G) is the likelihood that

alternative j is in individual n’'s (from i) chosefuster G. This general model is known as the
competing destination model, where c denotes thmpeting measure and is an index to
measure the level of hierarchical information pesteg, which needs to be estimated.



Competing effects are presenu0, which means that alternatives in close proxirtot others
are less likely to be selected. Agglomeration é¢ffexe present >0, when the attraction of a
cluster increases as the number of alternativésmereases. I16=0 then there are no competing
or agglomeration effects.

If we assume people use a hierarchical informapi@tessing strategy by selecting clusters of
alternatives first before selecting a destinatioont within a selected cluster, then potential
accessibility measures, which describe the acaégsilif a destination to all other destinations,

can be used. Pellegrini and Fotheringham (2002pestgd using a Hansen type potential
accessibility:
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where M is the total number of alternativesk id/the mass of destination zone, arj](disdthe

distance from j to k (all other alternatives aval¢ato person n and origin i). Large values mean
alternatives are in close proximity and low valugsan alternatives are spatially isolated.

Guldman (1999) accounted for the effects of spatraicture on the inter-city telecommunication
flows. The effects were measured using competirgjirggion (CD) factors and intervening
opportunities (I0) factors. 10 factors are basedlmnidea of Stouffer (1940) who argued “the
number of persons going a given distance is dirguthportional to the number of opportunity at
that distance and inversely proportional to the benof intervening opportunities.”

Guldman’s (1999) model was a gravity-type modes blasic model is as follow:
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where Iﬁis measure of the flow from location i to IocatijorDij is the distance from i to j,ijl?s
telephone price per unit of flow from i to j, andXand XDJ variables characterising the flow-
originating market at i and the flow-receiving metrlat j, while Aﬁ represents CD/IO factors. He

concluded that spatial structure has significafeot$ on telecommunication flow patterns and
that all destinations compete.

3. STUDY AREA AND FREIGHT DEMAND DATA

3.1. Socio-economic conditions



The study area of this research is Central Javarme in Indonesia. Based on the data from the
Central Statistics Bureau of Central Java (1990220the socio-economic conditions of the
Central Java province can be summarised as follows:

a. Central Java province is one of six provinces afaJgsland. The Central Java province is
divided into smaller administrative boundaries edlkabupaten (sub-province) and kota
madya (municipality). There are 29 sub-provinced @municipalities. Overall, the total
area of the Central Java province is 3.25 milliesthres, or around 25.04 per cent of the
total area of the Java Island, or 1.7 per cenh®total area of Indonesia.

b. Central Java province was the third most populaexyince in Indonesia with 31.06
million populations in 2001. The population wastuigited such that the municipalities
had more population than the sub-provinces, ancc#épital cities of the sub-provinces
had more population than the rest of the areaesthp-provinces. The population growth
was one per cent per year based on the 1996 nksiocia-economic survey.

c. The economic growth, which is indicated by grossiceal domestic product (GRDP),
was relatively high in 1996 (7.3 per cent). Thiswgth declined significantly in 2001,
where it was only 3.33 per cent per year. Thisideavas believed to be the impact of
the economic crisis started in 1998, from whicholmessia is still struggling to recover.
The GRDP was mainly determined by manufacturingigtides and agriculture sectors in
both 1996 and 2001.

d. There was a gap of income between city and rueal and also between sub-provinces in
Central Java province. For instance, in 1995 (lseémonomic crisis in 1998) the income
per capita of the city of Semarang (the capitay @t Central Java province) was
4,398,776 Indonesian Rupiahs, while the averagem@dme per capita of other sub-
provinces was only 1,469,524 Indonesian Rupiahs.

3.2. Road networ k conditions

All capital cities of the sub-provinces are conedctvithin the Central Java road network.
Overall, there were 1,215 km of national roads 2490 km of provincial roads. The width of

arterial roads was varying from 5 m to 15 m, areldth of collector road was varying from 4

m to 14 m. By the year 2000 only 41 per cent oftedlroads were in good condition (the Central
Statistics Bureau of Central Java, 2002).

From the demand point of view, many intercity roamishe Central Java network had mixed
traffic from non-motorised vehicles to heavy truelkel buses, which could also indicate that the
roads had mixed functions from local to arteriaheQutput of the national origin destination
study in Indonesia in 1996 was that the percentddecal traffic on intercity roads in Central
Java province was relatively high. The percentagenatorcycle and non-motorised vehicles
from total traffic on intercity roads reached a r@m of 12.4 per cent and 30.8 per cent,
meanwhile the share of freight transport was netéfi high namely 17.1 per cent (Ministry of
Communications of Indonesia, 1997).



3.3. Freight demand data

The freight demand data used to calibrate the rsaalel the result of national origin destination
survey of Indonesia undertaken by the Ministry @in@nunications of Indonesia in 2001. The
survey provides inter sub-provinces aggregate litelgmand in tonnes/year, where the data are
not divided by commaodity. The study area of thigdgtis divided into 35 zones; so that there are
1190 inter sub-provinces freight flows (Ministry @ommunications of Indonesia, 2002).

4. MODEL FRAMEWORK

The development of freight demand models mostlyahi@n aggregate level in which the classic
four-stage model is modified to suit the charast&s of freight (Ortuzar and Willumsen, 1994).
We use another kind of aggregate demand model gatheldirect or simultaneous demand
model to account for the spatial structure effect$reight demand.

The direct demand models are closely related tgémeral econometric models of demand. The
application of the models claimed to avoid soméefweaknesses of the conventional four-step
model of travel demand. The attractiveness of ticdmmand models is that they calibrate
simultaneously trip generation, distribution anddaahoice, including attributes of competing
modes and a wide range of level of service anditctiariables.

There has been an application of direct demand Infmdeestimating regional road freight
movement in Java Island, Indonesia (Sjafrudin e1899). They concluded that the application
of the model is inconclusive, where the model cameach best fit between observed and
estimated data.

The application of direct demand models has beeanlynm the inter-urban context, with very
few applications in urban areas as these modelslaimed to be useful for demand analysis
where the zones are large.

There are some models with different forms thatehbeen applied in intercity studies (see
Ortuzar and Willumsen, 1994). Another model wasettgyed and applied by Smith (1977) to
predict rural round trips by passengers per mosth fnction of level of transit service and total
population able to access the service. The forth@fdirect demand model is essentially linear
or quasi-linear statistical regression:
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whereocijmr and mr @re parameters to be calibrated. Thfﬁm?(represent various attributes of

demand zones, destination, modes and routes (Oppenh996). The direct demand model is
also one of gravity-type models. An example of camnform of the model is like the one
developed by Kraft (in Ortuzar and Willumsen, 1984 )ollows:
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where P is population, | is income, t and c areerdime and cost of travel between i and j by
mode k, and, B, anda are parameters to calibrate. The problem withftms is that as long as
travel costs from i to j are equal to travel cdsten j to i, then '!j'should be equal tojiTwhich

rarely happens with real data. To overcome thigdition, Wirasinghe and Kumarage (1998) put
restrictions on their model so that the model rsdioe direction only where P PJ

Another method to overcome that limitation is byorming the model structure into the
following form (Manheim, as cited in Ortuzar andINwinsen, 1994):
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The problem with equation 6 is that PJ l, and Jlmust all be statistically significant. If that
condition cannot be fulfilled, then it is possititehave only Pand ! or Fj?and |in the equation.

In the disaggregate approach explained in the pusvisection, spatial structure effects are
included by giving weights to the utility of altextives. In this paper we try to apply the concepts
of disaggregate approach using aggregate dataufibtyavalue is not available in the aggregate

approach, the weight is then attached to variaidesidered to affect freight demand.

The concepts of competing destinations and inténgeapportunities are also applied by using
an accessibility measure. The variables of deshnatones are weighted using a competing
destination factor and the variables of origin zorere weighted using an intervening
opportunities factor.

In this paper the competing destinations fact?)r i€Cdefined as total distance from other origins
to destination j, and intervening opportunitiestéaqO) is defined as total distance from other
destinations (except j) to origin i.
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Figure 1 and figure 2 illustrate the basic ideatte competing destination model and the
intervening opportunities model applied in this @ap

Figure 2 I ntervening opportunities model

By weighting variables with J.Cand O, then EPJ is not equal to jIP’i, as the variables

characterising a zone will have different valuegat®ling on its position, whether as origin or
destination. This approach then reduces the limitaif equation 5. Equation 5 then become:
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The distance exponentsj @gnd) may be determined by trial and error processrtd the
best fit of the model.

For both origin and destination zones, competirfgcts are present >0 andkj>0. For
origin zones, competing effects mean that originezoin close proximity to others tend to



generate fewer trips. For destination zones, competffects mean that alternatives in close
proximity to others tend to attract fewer trips.

For both origin and destination zones, agglomenagiects are presentif<0 andxj<0. For

origin zones, agglomeration effects mean that orzgines in close proximity to others tend to
generate more trips. For destination zones, aggiatioa effects mean that alternatives in
close proximity to others tend to attract more gripf A.=0 and XJ:O then there are no

competing or agglomeration effects.
5. EMPIRICAL ANALYSISRESULTS

Equation 9 is a model form that accounts for thieat$ of spatial structure on travel demand.
As well as the distances between cities, the availaocio economic variables considered to
affect freight demand are population, number ofdetwlds, gross regional domestic product
(GRDP), GRDP of agricultural sector, GRDP of mantifang industries, and GRDP of trade
activities.

We first develop a model without incorporating tb@mpeting destination factor and the
intervening opportunities factokj(z 0 andi = 0) as a comparative benchmark. In order to

have a model in which all variables are significaht backward elimination technique is
applied (Taylor et al, 1996). The following are t@me of variables: DIS for distance, GDP
for GRDP product, POP for population product, H@WHousehold product, AGR for GRDP
of agricultural sector product, IND for GRDP of nudacturing industries product, and TRA
for GRDP of trading activities product.

The benchmark model is as foIIovvij(d'enotes freight demand from i to j in tones/year):

InT, = -4.723 ~1.271LnDIS +0.705LnGDP+0.356LnHOU ~0.266LnAGR (10)
T (22.115) (-15.640)  (7.844) (2.031) (~3.389)

2
Although all t values (in parentheses) are sigaiiitc the Rof 0.307 for this model is quite
low. It might due to the data quality where of 90 origin destination pairs, there are 329
origin and destination pairs that have no freighws at all, i.e. the freight demand is 0.

This might also be due to aggregation bias as Hteilgmand data are aggregated without
specifying commodity groups. According to Nam (199he freight transport is highly
diverse, which affects the choice of mode and disstination. As each commaodity could
have different characteristics so that each comiyatiould have different form of model.

Another likely factor responsible for the poor merhance of equation 10 is that travel
impedance needs to be defined more precisely wgtajled forms such as generalised cost
instead of using travel distance.

The trial and error process step in finding theadise exponentij(andxi) values and most

importantly the spatial structure effects on fréighmand is done by combining values from
—1 to 1 for both competing destination factor amgrivening opportunities factor. The results
are summarised in Table 1.



Table 1: The summary of simulation results (t values arein parentheses)

Model 1 | Model 2 | Model3 | Model4 | Model5 | Model6 | Model7 | Model §
Variables | =], A=, 4=0, A=, A=, A=0, A=, A=l
= i=-1 A=-1 A=l A=0 A=l A=l A=-1
Constant 1.259 9476 4 814 -14.098 -4 848 -16.77 3721 2140
(0.825) | (11.637) | (3.575) | (-4.228) | (-2.048) | (-4483) | (-2.604) | (1.191}
LuDIS 1246 1233 | 1241 | -1.307 1280 _1.298 1269 | -1248
(-15.432) | (-14.957) | (15.128) | (-15.040) | (-13.548) | (-16.060) | (-15.78%) | (15.07)
LaGDE 0.717 0.736 0.734 0.690 0758 1.113 0.718 0673
(7900) | (11.316) | (10.804) | (7.64m | 1117H | 4600y | (8.063) | (10.27%)
LaPOF
LuHOU 0.362 0508 0.423
(2.095) (2.353) | (45
LnAGE 0.248 -0.104 -0.127 0317 0166 -0.379 -0.307 -0.1a1
(-3.179) | (2221 | (2761 | (3.911) | (3.788) | (-4547) | (3911 | (-3.546)
LalND
LaTEA -0.325
(-1.838)
R 0312 0.294 (0.288 0.303 0.293 0320 0321 0275

The main conclusion from Table 1 is that spatialctire affects freight demand in the study
area. This conclusion is supported by the improvemeade by model 1, model 6, and model
7 compared to the benchmark model (equation 10).

Model 1 shows that agglomeration effects are pteseine destination zones ajso and the

absence of intervening opportunities factor impsotree benchmark model by 0.05 per cent.
On the other hand, model 6 shows that competirectffare present in origin zonesia)

and the absence of competing destination factopsawes the benchmark model by 1.3 per
cent.

Model 1 explains that a zone located in close pnityito others tends to attract more freight
demand. While, model 6 explains that a zone locatedlose proximity to others tends to
produce fewer freight demand. The best model igegaeld when competing destination factor
of —1 and intervening opportunities of 1 are giemdel 7), it improves the benchmark
model by 1.4 per cent.

The result of model 1, model 6, and model 7 mighive that the effects of intervening
opportunities factors are stronger than competiesfidations factor. An attempt is made to
strengthen this conclusion by increasing the vaquand)»i.

An increase imj does not gain much improvement, while an increasedoes. This clearly

supports the conclusion that the effects of inteirvg opportunities factor are stronger than
competing destinations factor. These results avesshn Table 2.



Table 2: The summary of simulation results (t values arein parentheses)

Model @ Model 10 Model 11
Variables
A=-2, A=-2, A=l
A=l Ai=2 =2
Constant 3682 -0.24% -8 382
(29300 (-0.132) -3.714)
LaDIS -1.241 -1.253 -1.281
(-15.400) (-13.512) (-15.883)
LoaGDP (.809 0.784 0.707
(12.231) (12.153) (7.934)
LaPOP
LoHOU 0.334
(2000
LoAGE -0.144 -0.183 0328
(-3.302) i(-4.305) -+.121)
LaIND
LoTEA
R’ 0.311 0.310 0.31%

GRDP of the agriculture sector appears in all modeith negative sign. This might be
because the agricultural products are consumedlyip@a transported to external zones,
which are not taken into account in this studyfdat, producers in Central Java fill some
needs for agricultural products in the major citredava Island such as Jakarta.

This research concludes that, in term of freighhaed, agglomeration effects are present in
the destination zones. In reality, this conclusiam be proven by looking at the economic
activities of cities close to metropolitan arealsas Jakarta, Surabaya, Bandung, Semarang,
Medan, and so on. For example Bekasi, which isectosJakarta, has the largest Industrial
area in Indonesia. The conclusion also indicatas ¢hies surrounding metropolitan area are
benefited by capacity of infrastructure of metrafaol area.

This conclusion has several important policy imgtiicns in spatial and transport planning, as
well as institutional and legal arrangement. Ttereuld be an integrated spatial and transport
planning for metropolitan area and the surroundiitigs as a policy in one city could affect
other cities. As there are different authoritiesagen cities, then a coordination mechanism
and/or body must be established and a legal basithat coordination mechanism and/or
body must be developed.

Overall, the method presented in this paper igiali use in accounting for spatial structural
effects on freight demand and also on any spatiafactions with the use of aggregate data.

6. CONCLUSION

The effects of spatial structure on freight demdra been analysed using a modified
competing destinations model and intervening oppaties. The modification is made to suit

those models with aggregate data. The modificagiwas a valid result, and can be used to
account for spatial structural effects on spatgractions.



The application of the modified model has improtee performance of the traditional direct
demand model both practically and theoreticallyisTie demonstrated by the improvement
made by the modified models compared to the t@uhli model. The results indicate that
agglomeration effects are present in destinatiolez@nd competing effects are present in the
origin zones.

The result of this research has several importali¢ypimplications, especially in spatial and
transport planning. An integrated spatial and fpanisplanning that cover all agglomerated
area must be developed. A coordination mechanistoamody that is backed by a legal
basis must be established.

Further research is needed to validate this mogehjiplying to other types of spatial
interactions such as intercity passenger travel bypdaking into account all variables
representing impedance such as travel time, trawsts, mode reliability, etc. Another
important research to improve the model presentddis paper is by incorporating different
accessibility measures.
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