PERFORMANCE IMPROVEMENT IN TRAFFIC VISION SYSTEMS USING SVMS
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Abstract: Computer vision system is one of important research topics in ITS(Intelligent Transport Systems). Moreover, Neural Networks have been increasingly and successfully applied to many problems for ITS. Even though there are currently many different types of neural network models, Backpropagation is the most popular neural network model. It is however known that the Support Vector Machines (SVMs) based on the statistical learning theory is currently another efficient approach for pattern recognition problem since their remarkable performance in terms of prediction accuracy. In this research, two different models, Backpropagation and SVMs have been studied to compare their performance in predictive accuracy through the experiment with real world image data of traffic scenes. Experimental results show that SVMs can provide higher performance in terms of prediction performance than any other models.
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1. INTRODUCTION

Computer vision extracting meaningful information from the image collected by the video camera is a key element for integrated automatic traffic surveillance and control systems, and it is one of main ITS(Intelligent Transport Systems) research subjects. Over the last few years, there has been increasing research on image processing for automatic traffic data collection - vehicle counting, vehicle speed detection, vehicle tracking, congestion and incident detection - because image processing is potentially more powerful and flexible than methods currently available, such as the buried induction loop detector, microwave, or infra-red beams. Even though there has been growing interest in the application of image processing in transportation engineering, detection algorithms are still unreliable in the complicated
circumstances, and more efficient algorithms should be developed. 

Until recently, the Artificial Neural Networks, which hold considerable potential for recognizing and classifying spatial and temporal patterns, have been used as an efficient method for vehicle detection and classification. Especially, the multilayer feedforward using Backpropagation learning algorithm, which is one of the most popular neural networks, has been applied successfully to various problems in transportation engineering. However, Support Vector Machines (SVMs), which are generation learning systems based on advances in statistical learning theory, receive a great deal of attention recently with their remarkable performance. After the SVMs were introduced by Vapnik (Vapnik, 1995), they have been successfully applied to numerous pattern recognition problems, including object detection (Blanz et al., 1996), handwritten character recognition (Cortes and Vapnik, 1995; Schölkopf et al., 1995; Schölkopf et al., 1996), text categorization (Joachims, 1998), and face detection in images (Osuna et al., 1997).

In this research, SVMs have been used for vehicle detection in image processing-based traffic surveillance system. The prediction performance will be also compared with the multilayer feedforward network using Backpropagation using real world traffic images.

2. BACKPROPAGATION NEURAL NETWORK MODEL

A general model of the Backpropagation network is shown in Figure 1. The layers are organized as one input layer, $L-1$ hidden layers, and one output layer, with a one-directional flow of information from the input to the output. The symbol $x$ denotes an input, $y$ an output, $w$ a connection weight.

During the feedforward calculations, two mathematical operations are performed by each neuron; the first is a linear component that computes the weighted sum of the node’s input value ($\Sigma$), and the second is a non-linear component that transforms the weighted sum into an output value using an activation function, $f(\cdot)$.

While the computation for output of each neuron is working forward from the input to the output layer, the error at the output of every layer is propagated back to the previous layer, and the weights are changed so as to decrease that error. Mathematically, the feedforward processing can be written as follows;

Define input vector to the network $x_p = (x_{p1}, x_{p2}, x_{p3}, \ldots, x_{pK_0})^T$ and output vector $y_p = (y_{p1}, y_{p2}, y_{p3}, \ldots, y_{pK_L})^T$ for $p = 1, \ldots, P$, where the subscript $p$ refers to the $p^{th}$ training pattern, $K_0$ is the number of input nodes and $K_L$ is the number of output layer nodes. Let each layer be denoted by $l$, i.e. input layer $(l = 0)$, hidden layer(s) $(l = 1, \ldots, L-1)$, and output layer $(l = L)$. There are $K_l$ nodes in each layer. Inputs to the $k^{th}$ neuron in the layer $l$ are $\text{In}^l_{pj}$ for $j = 1, \ldots, K_{l-1}$. These inputs are the output values from previous layer, i.e. $\text{Out}^l_{pj} = \text{Out}^{l-1}_{pj}$.

The net input for the $k^{th}$ neuron in the layer $l$ is
\[
Net_{pk}^l = \sum_{j=1}^{k_{l-1}} w_{kj}^l N_{jg}^l + \theta_k^l
\]  

(1)

where \( w_{kj}^l \) is the weight on the connection between node \( j \) and \( k \), and \( \theta_k^l \) is the bias term.

The output processed by \( k^{th} \) node in layer \( l \) is obtained by a transfer function, \( f_k^l(\ ) \) as follows

\[
Out_{pk}^l = f_k^l(Net_{pk}^l)
\]

(2)

The activation function, denoted by \( f(\ ) \), defines the output of a neuron in terms of the activity level at its input. The network training process is to determine the weight vectors that minimize an error function.

The training time of the standard Backpropagation is typically long when complex decision regions are required and when the network has many hidden neurons. In order to increase the speed of convergence, Rumelhart et al. (1986) also proposed an enhanced Backpropagation model, Backpropagation with Momentum, by adding a Momentum term to the delta rule. In the model, a fraction of previous change is added when calculating the weight change value. This additional term called momentum tends to keep the weight changes going in the same direction. The momentum parameter provides a kind of momentum in weight space that effectively filters out high-frequency variations of the error-surface in the weight space.

Fahlman (1988) has developed an algorithm called Quickprop to speed the learning of the Backpropagation model. One method to speed up the learning is to use information about the curvature of the error surface. This involves the computation of the second order derivatives of the error function. Quickprop assumes the error surface to be locally quadratic and attempts to jump in one step from the current position directly into the minimum of the parabola (Fahlman, 1988). The Quickprop weight update rule achieves impressive speedups in a number of instances, although it may also fail to converge in situations where Backpropagation would eventually reach an acceptable answer (Fausett, 1994). Quickprop has some more parameters, such as Maximum growth factor, Weight decay, and Prime-offset, that should be fine-tuned than standard Backpropagation.
During training of the standard Backpropagation and the Backpropagation with Momentum, output units may get stuck in a bad state for some training patterns because of the properties of the sigmoid function. This places severe limitations on the convergence speed of the Backpropagation method. This phenomenon is known as the flat-spots problem. One solution to the flat-spots problem is to ensure that the derivative function does not approach zero. Fahlman (1988) suggested the addition of a constant parameter, known as the Prime-offset, to the derivative of sigmoid function before using it. This keeps the weight changes for an output unit that is far from its target value from approaching zero. An alternative solution to the flat-spots problem has been explored in (Balakrishnan and Honavar, 1992), where they modified error function.

Even though the parameter of the Prime-offset has been suggested for the Quickprop by Fahlman (1988), it also can be applied to the standard Backpropagation or the Backpropagation with momentum model to avoid the flat-spots problem. It has been shown that the BPMP (Backpropagation with momentum & Prime-offset) which is added the Prime-offset parameter to the Backpropagation with Momentum was more efficient than other Backpropagation models in terms of prediction accuracy and computing cost for training (Kim, 2002). In this research, the BPMP model has been used for the experiments.

3. SUPPORT VECTOR MACHINES

3.1 Linear and Separable Classification Problems

Let the training data \((x_i, y_i), i = 1, \ldots, l\), \(y_i \in \{-1, 1\}\), \(x_i \in \mathbb{R}^N\), then the support vector algorithm simply looks for the optimal hyperplane with largest margin. This can be formulated as follows:
\[
\text{Min } \tau(w) = \frac{1}{2} \|w\|^2 \\
\text{s. t. } y_i((x_i \cdot w) + b) - 1 \geq 0, \quad i = 1, \ldots, l
\]

where \(w\) is a normal to the hyperplane and \(b\) is bias or offset. Using Lagrange multipliers, \(\alpha_i \geq 0\), the primal form of the objective function can be:

\[
L(w, b, \alpha) = \frac{1}{2} \|w\|^2 - \sum_{i=1}^{l} \alpha_i(y_i((x_i \cdot w) + b) - 1)
\]

The Lagrangian \(L\) has to be minimized with respect to the primal variables \(w\) and \(b\) and maximized with respect to the dual variables \(\alpha_i\). From the Karush-Kuhn-Tucker (KKT) conditions, the derivative of \(L\) with respect to the primal variables must be vanish (Fletcher, 1987), subject to constraints \(\alpha_i \geq 0\), i.e.,

\[
\frac{\partial}{\partial w} L(w, b, \alpha) = 0, \quad \frac{\partial}{\partial b} L(w, b, \alpha) = 0
\]

Equation (6) leads to

\[
w = \sum_{i=1}^{l} \alpha_i y_i x_i \quad \text{and} \quad \sum_{i=1}^{l} \alpha_i y_i = 0
\]

Equation (7) is equality constraints in the dual formulation, and following Equation (8) which is the Wolfe dual of the optimization problem is given by substituting it into Equation (5).

\[
\max \ W(\alpha) = \sum_{i=1}^{l} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{l} \alpha_i \alpha_j y_i y_j (x_i \cdot x_j)
\]

s.t. \(\alpha_i \geq 0\), and \(\sum_{i=1}^{l} \alpha_i y_i = 0\)

The hyperplane decision function can thus be given as

\[
f(x) = \text{sgn}((x \cdot w) + b) = \text{sgn}(\sum_{i=1}^{l} y_i \alpha_i (x \cdot x_i) + b)
\]

### 3.2 Soft Margin Hyperplane

In practice, real-world data sets are linearly inseparable in input space since a high noise level causes a large overlap of classes. This means that the constraints need to be relaxed somewhat to allow for the minimum amount of misclassification. The points that subsequently fall on the wrong side of the margin are considered to be errors, and slack variables have been introduced in order to deal with these errors (Cortes and Vapnik, 1995; Vapnik, 1995).

By adding slack variables \(\xi_i \geq 0\) \((i = 1, \ldots, l)\) to Equation (1) and (2), the objective function and relaxed constraints are:

\[
\text{min } \tau(w, \xi) = \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{l} \xi_i
\]

s. t. \(y_i((x_i \cdot w) + b) \geq 1 - \xi_i, \quad i = 1, \ldots, l\)

where \(C\) is upper bound for the Lagrange multiplier, \(\lambda_i\), i.e., \(0 \leq \lambda_i \leq C\). It is the trade-off
between maximum margin and classification error and a higher $C$ value will give a large penalty for classification error. The only difference from the separable problem is the upper bound $C$ on the Lagrange multiplier (Schölkopf et al., 1999).

3.3 Nonlinear classification problems

To handle nonlinear problems, the optimal hyperplane algorithm needs to be augmented. The basic idea is to transform the data from the origin space into another dot product space called the Feature Space. This can be achieved by a mapping function $\Phi$:

$$\Phi : \mathbb{R}^N \rightarrow F$$

(13)

In this high dimension space, the data can be linearly separable, hence above linear algorithm can be applied for the problem. Then the training algorithm would only depend on the data through dot products in $F$, i.e., on functions of the form $\Phi(x_i) \cdot \Phi(x_j)$. However, if $F$ is high-dimensional, the dot product will be very expensive to compute. The dot product in the high dimension space can be replaced by a kernel function:

$$k(x_i, x_j) = \Phi(x_i) \cdot \Phi(x_j)$$

(14)

By the use of a kernel function, it is possible to compute the separating hyperplane without explicitly carrying out the map into the feature space. In this research, Equation (15) of Gaussian kernel, usually called Radial Basis Function (RBF) Kernel has been used because it is the most popular and has nonlinear and effective features.

$$K(x_i, x_j) = \exp(-\gamma |x_i - x_j|^2)$$

(15)

3.4 Multi-class support vector machines (Multi-class classifiers)

Support vector machines (SVMs) are primarily designed for two-class classification problem. However, the two-class classifier described above can be expanded to the multi-class classifier. There are two main approaches for this, i.e., one-against-all and one-against-one (Weston and Watkins, 1998; Salomon, 2001; Lee et al. 2001; Hsu and Lin, 2002).

The one-against-all approach construct $n$ SVM models where $n$ is the number of classes. The $i^{th}$ classifier is trained with all of the examples in the $i^{th}$ class with positive labels, and all other examples with negative labels. However, the one-against-one approach, which is a popular and simple technique, creates a SVM for all possible combinations of classes. This approach simply constructs all possible two-class classifiers from a training set of $k$ classes. Each classifier is trained on only two out of $k$ classes. Thus, there will be $n(n - 1)/2$ classifiers. The one-against-one approach has been used in many researches (Friedman, 1996; Weston and Watkins, 1998; Platt et al., 2000) and shown that its performance was better than the one-against-all approach (Hsu and Lin, 2002). In this research, the one-against-one approach has also been used as many as other researches.

4. EXPERIMENTS AND RESULTS

4.1 Data Sets for Training and Test

For the comparison of the prediction performance of two models, this research considered
following three different image patterns, Pattern A, Pattern B, and Pattern C (see Figure 2). The Pattern A images were obtained by extracting the ROI (Region of Interest) corresponding to the top of a vehicle, Pattern B images were obtained by extracting the rear part of a vehicle, and Pattern C images were obtained by extracting non-vehicle images in the ROI. These patterns are similar to those obtained from car park image by Kim and Bell (1997). There were a lot of irrelevant objects, such as shadow, noise and adjacent objects, which should be differentiated from a vehicle image in real-world images. From the traffic scene, 930 data sets in total have been obtained, 400 sets for Pattern A, 400 sets for Pattern B and 130 sets for Pattern C. The total data sets were split into two subsets, – one for training and the other for testing as shown in the Table 1.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Training data</th>
<th>Test data</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pattern A</td>
<td>100</td>
<td>300</td>
<td>400</td>
</tr>
<tr>
<td>Pattern B</td>
<td>100</td>
<td>300</td>
<td>400</td>
</tr>
<tr>
<td>Pattern C</td>
<td>30</td>
<td>100</td>
<td>130</td>
</tr>
<tr>
<td>Total</td>
<td>230</td>
<td>700</td>
<td>930</td>
</tr>
</tbody>
</table>

Table 1. Data Sets for Training and Testing

4.2 Normalization for Input Vectors

The normalization of input vectors is required for both SVMs and Neural Networks (Kim, 1999a; Kim, 2004). More importantly, the normalization method affects the prediction performance of the model. The normalization method used in this research is the following equation.

\[
\tilde{a}_{pi} = \frac{a_{pi} - a_{p\text{min}}}{a_{p\text{max}} - a_{p\text{min}}}
\]

where \(a_{p\text{max}}\) and \(a_{p\text{min}}\) are the maximum and minimum value of the input unit across all the input patterns, respectively, i.e.,

\[
a_{p\text{max}} = \max\{a_1(a_1, ..., a_m), a_2(a_1, ..., a_m), ..., a_p(a_1, ..., a_m)\}
\]

and

\[
a_{p\text{min}} = \min\{a_1(a_1, ..., a_m), a_2(a_1, ..., a_m), ..., a_p(a_1, ..., a_m)\}
\]

where \(a_1, a_2, ..., a_p\) are the input patterns. The normalized value of the unit \(i\) of input vector, \(\tilde{a}_{pi}\), are in the range [0,1].

4.3 Experimental Results

The inputs for two models, Backpropagation and SVMs, are normalized data with 256 gray
scale images of 15 by 30 pixels. For the neural network model, the Backpropagation with Momentum & Prime-offset (BPMP) model described in Section 2, which is one of advanced Backpropagation models, was used since it has been shown to possess better performance than other Backpropagation models such as the standard Backpropagation and Backpropagation with momentum (Kim, 2002). The implementation of this model was for batch mode learning with a learning rate of 0.1, a momentum of 0.95, and a prime-offset of 0.1. For the network topology, one-hidden-layer network has been used since the precious studies showed that one-hidden-layer network was enough for the pattern recognition problem as in this research (Lippmann, 1987; Wieland and Leighton, 1987; Arai, 1993; Kim, 1999b). The network topology used in this research is 450 - 225 - 3. For the output vectors, three units were used to recognize three different patterns; i.e. \( y_1 = [1 0 0] \), \( y_2 = [0 1 0] \), and \( y_3 = [0 0 1] \). All networks were fully interconnected, i.e. input layer to the hidden layer and the hidden layer to the output layer, and the sigmoid function was used for activation function. Training of the network will be stopped when 100% recognition accuracy is achieved on the training set.

For SVMs using RBF kernel, two parameters, \( C \) and \( \gamma \), should be determined beforehand. The parameter of \( C \) which is a positive regularization parameter that controls the tradeoff between complexity of the machine and the allowed classification error, and \( \gamma \) is the parameter of the Gaussian kernel of Equation (15) determining the width of the kernel function. For the parameter \( C \) on the problem of this research, the prediction performance on the test sets was not different with various values between \( C = 1.0 \) to 1,000. This implies that the parameter \( C \) has not much influence on the performance of the SVM classifier. Accepting the results, all experiments have been done with \( C = 1.0 \) in this paper. For the parameter \( \gamma \) of the Gaussian RBF kernel, the results show the different performance according to the parameter value (see Table 2 and Figure 2). The Error Rate in Table 2 express the recognition error rate on the test sets (the number of error/the number of test sets). The best prediction performance was achieved when Gamma was a range from 0.0075 to 0.01.

One of the main issues in the application of SVMs is to determine the proper value of parameters before learning. A cross-validation could be one of efficient methods for estimating parameters. The parameters Gamma (\( \gamma \)) and C were set to 1 and 0.04 respectively using twofold cross-validation method in this paper. Optimal values for two parameters of Gamma (\( \gamma \)) and C, which were derived by using twofold cross-validation method, are 1 and 0.04 respectively. Table 3 shows the prediction performance on the test data set with two models, Backpropagation and SVMs. The prediction performance of Backpropagation model is sensitive to the initial weight configuration. With image data of this study, there were average 122.53/700 error rate -84/700 minimum error rate and 156/700 maximum error rate - during 30 trials with different initial weights. On the other hand, the SVMs give prediction error rate of 15/700. The results show that SVMs could give much better prediction performance than Backpropagation.

### Table 2. Prediction Accuracy of SVM on Various Gamma Values

<table>
<thead>
<tr>
<th>Gamma(( \gamma ))</th>
<th>(0.005 )</th>
<th>(0.0075 )</th>
<th>(0.01 )</th>
<th>(0.02 )</th>
<th>(0.03 )</th>
<th>(0.04 )</th>
<th>(0.05 )</th>
<th>(0.06 )</th>
<th>(0.07 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error Rate</td>
<td>171/700</td>
<td>149/700</td>
<td>52/700</td>
<td>52/700</td>
<td>43/700</td>
<td>29/700</td>
<td>24/700</td>
<td>16/700</td>
<td>15/700</td>
</tr>
<tr>
<td>Accuracy(%)</td>
<td>75.57</td>
<td>78.71</td>
<td>92.57</td>
<td>92.57</td>
<td>93.86</td>
<td>95.86</td>
<td>96.57</td>
<td>97.71</td>
<td>97.86</td>
</tr>
</tbody>
</table>
5. CONCLUSION

This paper applied SVMs for traffic scene classification and the prediction performance of the model was compared with Backpropagation which is the most popular neural network model. The experimental results with real-world traffic images show that SVMs can provide higher performance in terms of prediction performance than the Backpropagation neural network model. The SVMs may be more efficient to classify complicate images with occlusion, shadow from other objects and noise problems which are inevitable in the real world image than conventional methods. Even though SVMs was used for vehicle detection in this paper, they also could be applicable to many other areas of transportation engineering and may no doubt provide much better performance than current approaches.
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