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Abstract: In this paper we discussed the estimation of choice model with correlation and/or 
heteroscedasticity across alternatives when the number of alternatives was large. We 
examined the performance of randomly drawn choice set approach and Poisson regression 
approach. We designed 6 Monte Carlo experiments. 1000 observations with 30 alternatives 
each were generated for each experiment. We found that the randomly drawn choice set 
approach is only applicable to independent and homoscedastic alternatives. When there are 
correlated factors among alternatives, this approach can not get good fit for the correlated 
factors even when the number of draw is quite large. We proved theoretically and empirically 
that Poisson regression model can get the same estimates as some logit type models that 
showed heteroscedasticity and correlation across alternatives. Poisson regression model can 
also get estimates close to those of logit kernel model with less computing time. 
 
Key Words: large choice set, Poisson regression, logit kernel model, correlation, 
heteroscedasticity 
 
 
1. INTRODUCTION 
 
A computational difficulty may rise when a researcher uses a discrete choice model to deal 
with a choice situation with large choice set, e.g., residential location choice or shopping 
destination choice. Some researchers (Hansen, 1987; Woodward, 1992; Friedman, et al, 1992) 
followed a suggestion by McFadden (1978) to solve this problem. They estimated logit models 
by using smaller choice sets randomly drawn from the full choice sets. Decomposing the 
structure of large choice sets can indeed reduce computational effort. However, McFadden’s 
proof of consistency for multinomial logit (MNL) model does not carry over to more flexible 
discrete choice models, e.g., nested logit model, logit kernel (LK) model, or multinomial probit 
(MNP) model. Furthermore, the estimates of randomly drawn choice set approach are 
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statistically less efficient, because this approach disregards some useful information. 
 
Since similarity and heteroscedasticity among alternatives are generally existed in the 
multi-alternative choice situation, choice models (e.g., LK and MNP) which can deal with this 
problem are increasing popular. The term logit kernel is chosen because this model has a logit 
model at the core and is extended by adding different error terms (Ben-Akiva and Bolduc, 
1996). LK model is widely used due to its computing efficiency comparing to MNP model. 
Sometimes it is under different names, e.g., error components logit (Brownstone and Train, 
1999) and mixed logit (McFadden and Train, 2000). The primary motivation for using MNP 
and LK model in the study of multi-alternative choice situations is to avoid the independence 
of irrelevant alternatives (IIA) problem. MNP model relaxes the IIA assumption by specifying 
the distribution of unobserved error terms of utility as multivariate normal with a general 
covariance matrix. LK model solves this problem by specifying the unobserved error term as 
a combination of Type I Extreme Value distribution and another distribution such as 
multivariate normal. Very few studies used LK and MNP models in the choice situations with 
large choice sets due to computing difficulty. 
 
An alternative approach to deal with the large choice set problem is Poisson regression model 
(Papke, 1991; Wu, 1999; List, 2001). McCullagh and Nelder (1989, Chapter 6) demonstrated 
the relationship between MNL model and Poisson regression model. Poisson regression is 
very useful in dealing with large choice sets since it treats each alternative as an observation. 
Papers dealt with the problem of correlation or heteroscedasticity across alternatives by 
Poisson regression model are very limited. King (1989) and Hausman, et al, (1984) developed 
two different generalized event count models which permitted dependent variable to be 
correlated. However, these models were used to analyze the time effects of panel data and 
they did not have counterpart discrete choice models. The problem of correlation and 
heteroscedasticity across alternatives is not discussed in their models. 
 
In this paper we discuss the estimation of choice model with correlation and/or 
heteroscedasticity across alternatives when the number of alternatives is very large. The 
performance of randomly drawn choice set approach is discussed when the correct choice 
models are MNL and LK. We prove both theoretically and empirically that Poisson regression 
model can be used to substitute some logit type models. Some of the models can deal with 
correlation and heteroscedasticity across alternatives. We also found that Poisson regression 
model could get estimates close to those of logit kernel model with less computing time. Data 
sets used in this paper are generated by simulation experiments.  
 
The results of our experiments show that Poisson regression approach is preferred due to its 
simpler form and less computing time, and randomly drawn choice set approach has 
limitations to handle correlation and/or heteroscedasticity. These results may provide an 
insightful reference to researchers in studying large choice set problems. 
 
 
2. MODEL AND FORMULATION 
 
In this section we will show the formulation of models tested in this paper. First, we describe 
the basic assumption of logit kernel model and its estimation procedure. Then we illustrate the 
formulation of nested logit kernel model that can deal with similarities between alternatives. 
Finally, we develop three logit type models, i.e., fixed correlation logit (FCL) model which 
considers the correlation between alternatives, Heteroscedastic logit (HL) model which 
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considers the heteroscedasticity among alternatives, and FC-HL model which considers both 
correlation and heteroscedasticity. 
 
2.1 Logit Kernel (LK) Model 
 
In a multi-alternative choice situation, if there exist J alternatives with j=1,…,J and N 
travelers with i=1,…,N, then the utility derived by traveler i for alternative j is given by  

ij ij ijU xβ ε′= +  (1)
where β  is a vector of unknown parameters, ijx  is an attribute vector of alternative j 
viewed by traveler i, and ijε  is a random error term.  
 
Thus, the utility of traveler i for alternative j is composed of a deterministic and a stochastic 
item. The theory of random utility maximization assumes that a traveler will choose the 
alternative that will yield her/him the highest expected utility. Multinomial logit (MNL) 
model and MNP model differ in the assumed error structure for ijε . If ijε ’s are independently 
and identically distributed (iid) with Type I Extreme Value distribution, then the logit 
probability of traveler i choosing alternative j is given by (McFadden, 1974) 

( ) ( )1
exp expJ

ij ij ikk
p x xβ β

=
′ ′= ∑  (2)

 
Probit model assumes the error term ijε ’s are distributed multivariate normal with mean 0 
and covariance matrix εΣ , and the probit probability is (Daganzo, 1979; Bunch, 1991) 

( )
1 1 1

1

Prob  for all 

| ,
j j j j

j j j J

ij ij ik

J

p U U j k

U d d
ε ε ε ε

ε
ε ε ε ε ε

φ ε ε ε
− +

∞

=−∞ =−∞ =−∞ =−∞ =−∞

⎡ ⎤= > ≠⎣ ⎦

= Σ∫ ∫ ∫ ∫ ∫
 (3)

where ( )| ,U εφ ε Σ  is the normal density function with mean U and covariance εΣ . 
 
LK model appears in this context as an intermediate alternative somewhere between logit and 
probit model. The main idea behind LK model is to consider one more error components 
besides Type I Extreme Valued component (Ben-Akiva and Bolduc, 1996). So the basic 
model is still kept as a logit, while other probit-like components with a multivariate 
distribution are added to capture the correlation and heteroscedasticity between alternatives. 
One can specify the correlation and heteroscedasticity using a factor analytic structure. This is 
a flexible specification that can include all known error structures, e.g., similarities between 
alternatives as shown below: 

ij ij j ijU x eβ η⎡ ⎤′= + +⎣ ⎦  (4)
where jη  is a random term with zero mean whose distribution over alternatives depends in 
general on underlying parameters and observed data relating to alternative j; and ije  is a 
random term, with zero mean and is iid over alternatives, that does not depend on underlying 
parameters or data. 
 
Let each element of ije  be independent and identical Extreme Value distribution as that of 
standard logit model and with the value of jη  given, the resulting conditional choice 
probability is 

( ) ( ) ( )1
exp expJ

ij ij j ik kk
x xπ η β η β η

=
′ ′= + +∑  (5)
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Since jη  is not given, the (unconditional) choice probability is the above logit formula 
integrated over all values of jη  weighted by the normal density of jη , ( )|jφ η Ω . 

( )
( )

( ) ( ) ( )
1

exp
| |

exp
ij j

ij j ij jJ

ik kk

x
p d d

x

β η
φ η η π η φ η η

β η
=

′ +
= ⋅ Ω = ⋅ Ω

′ +
∫ ∫∑

 (6)

where Ω  is the distribution’s fixed parameter vector. 
 
The choice probability of MNP model and LK model can not be calculated exactly because 
integrals that do not have closed forms are involved. These integrals can only be 
approximated through simulation. For the estimation of MNP model, the use of a maximum 
simulated likelihood framework combined with a Gewekw–Hajivassiliou-Keane (GHK) 
choice probability simulator is suggested in the literature (Boulduc, 1999; Geweke, et al, 
1994). The computing time of MNP model is tremendous when the number of alternatives is 
large. The simulation process of LK model is much simpler. For given values of the parameter 
vector Ω , a value of η  is randomly drawn from its distribution for each alternative. Then 

( )ijπ η  in equation (6) is calculated through normal MNL estimation procedure. This process 
is repeated many times. The expectation value of the probability is the average of ( )ijπ η ’s. 

( ) ( )1
1 R r

ij ijr
Sp R π η

=
= ∑  (7)

where R is the number of replications, rη  is the result of rth draw, and ijSp  is the simulated 
probability of traveler i choosing alternative j.  
 
Let 1ijd = , if individual i chooses alternative j and 0ijd = , otherwise. The simulated 
log-likelihood of LK model can be written as 

( )1 1
ln lnN J

ij iji j
SL d Sp

= =
=∑ ∑  (8)

 
We now deal with the problem of similarity between alternatives. The problem of 
heteroscedasticity among alternatives can be formulated with similar method. It is not 
reported here for brevity. We adopted the nesting and cross-nesting error structures suggested 
by Walker, et al, (2003) to relax the assumption of IIA. 
 
The nested LK model is specified as follows: 

i i i iU X FT eβ η= + +  (9)
where iη  is an ( )1M×  vector of iid random variables, M  is the number of nests; F  is a 
( )J M×  matrix of factor loading, 1jmf =  if alternative j is a member of nest m, and 0jmf =  
otherwise; T  is an ( )M M×  diagonal, which contains the standard deviation of each factor. 
 
Nesting LK model assumes alternatives in the same group have common unobserved 
attributes, i.e., factors. Take a 5-alternative case for example, if the first 2 alternatives belong 
to one group and the remaining 3 alternatives belong to another group, then the utility and the 
nesting structure can be written as: 

1 1 1 1 1

2 2 1 1 2

3 3 2 2 3

4 4 2 2 4

5 5 2 2 5

i i i i

i i i i

i i i i

i i i i

i i i i

U x

U x

U x

U x

U x

β σ η ε

β σ η ε

β σ η ε

β σ η ε

β σ η ε

⎧ ′= + +⎪⎪⎪⎪ ′= + +⎪⎪⎪⎪ ′= + +⎨⎪⎪ ′⎪ = + +⎪⎪⎪ ′= + +⎪⎪⎩

 (10)
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where 
1 1 0 0 0
0 0 1 1 1

TF
⎡ ⎤
⎢ ⎥= ⎢ ⎥⎣ ⎦

 and 1

2

0
0

T
σ

σ

⎡ ⎤
⎢ ⎥= ⎢ ⎥⎣ ⎦

 

 
If we assume cross-nest structure exists and alternative 3 belongs to both nests, then the factor 
loading matrix becomes: 

1 1 1 0 0
0 0 1 1 1

TF
⎡ ⎤
⎢ ⎥= ⎢ ⎥⎣ ⎦

 (11)

 
The utility function of alternative 3 in the above cross-nesting structure becomes: 

3 3 1 1 2 2 3i i i i iU xβ σ η σ η ε′= + + +  (12)
 
Under the factor analytic specification, the general form of utility function in LK model can 
be written as:  

1

M

ij ij jm m im ijm
U x fβ σ η ε

=
′= + ⋅ ⋅ +∑  (13)

 
There are some LK models specified parameter β ’s as random variables to capture the 
unobserved individual heterogeneity, e.g., random parameters logit (Carlsson, 2003) and 
random coefficient logit (Jain, et al, 1994). In this paper we focus on the error structure to 
simplify the problem. 
 
2.2 Fixed Correlation Logit (FCL) Model 
 
Assuming that the unobserved factors in Eq.(13) are fixed, the utility function and the choice 
probability of traveler i choosing alternative j can be expressed as:  

1

M

ij ij jm m ijm
U x fβ σ ε

=
′= + ⋅ +∑  (14)

( )
( )

1

1 1

exp

exp

M

ij jm mm

ij J M

ik km mk m

x f
p

x f

β σ

β σ

=

= =

′ + ⋅
=

′ + ⋅

∑
∑ ∑

 (15)

 
The above model uses fixed unobserved factors to show the similarities between alternatives. 
It is called “fixed correlation logit (FCL) model” hereafter. It can easily been seen that FCL 
model is only a simplified special case of general LK model. However, this model does have 
some merits. First, if similarities between alternatives are due to omission of common 
variables, it can capture this effect. Second, the fixed effects estimators are consistent 
regardless of whether the effects are correlated with the explanatory variables or not. The 
random effects estimator, however, will be inconsistent if the effects are correlated with the 
explanatory variables (Wooldridge, 2002). Third, the estimation of FCL model can be 
performed by many econometric software packages, e.g., Alogit (Hague Consulting Group 
Inc., 1993). In the case of large choice set or complicated nest structure, FCL model may be 
the only feasible solution. More complicated models are generally very difficult to estimate. 
 
2.3 Heteroscedasticity Logit (HL) Model 
 
We can rewrite Eq.(2) as (McFadden, 1974): 

( ) ( )1
exp expJ

ij ij ikk
p x xλ β λ β

=
⎡ ⎤ ⎡ ⎤′ ′= ⋅ ⋅⎢ ⎥⎢ ⎥ ⎣ ⎦⎣ ⎦ ∑  (16)

where λ  is a scale parameter related to the variance 2
eσ  of error term.  

 

Journal of the Eastern Asia Society for Transportation Studies, Vol. 6, pp. 1724 - 1739, 2005

1728



 

However, λ  is unidentifiable and can be fixed to any value without affecting the model. It is 
usually set equal to unity. The relation between the scale parameter and the variance is 

6 eλ π σ=  (17)
 
Since the scale parameter λ  is the inverse of the standard deviation of error term, the 
heteroscedasticity among alternatives can be presented by specifying different scale parameter 
for each alternative (up to identification). Thus the choice probability of heteroscedastic logit 
(HL) model can be rewritten as: 

( ) ( )1
exp expJ

ij j ij k ikk
p x xλ β λ β

=
⎡ ⎤ ⎡ ⎤′ ′= ⋅ ⋅⎢ ⎥⎢ ⎥ ⎣ ⎦⎣ ⎦ ∑  (18)

 
The formulation above was proposed by Munizaga, et al. (1997) to model discrete choices 
between heteroscedastic alternatives. A nested logit model with a unique inclusive value 
parameter for each alternative (Fig. 1.) is equivalent to the above specification (Louviere, et 
al, 2000, p.142-143). Since HL model has an identical formulation with nested logit, it can be 
estimated with many econometric software packages, e.g., Alogit. 
 

Alt 2 Alt 3 Alt J-1 Alt J

1λ 2λ 3λ 1Jλ − Jλ

Alt 1  
Figure 1. The nest structure of heteroscedastic logit model 

 
It is easy to include the fixed correlation into the HL model. The resulting combination model 
(FC-HL) can be written as: 

( )
( )

1

1 1

exp

exp

M

j ij jm mm

ij J M

k ik km mk m

x f
p

x f

λ β σ

λ β σ

=

= =

⎡ ⎤′⋅ + ⋅⎢ ⎥⎣ ⎦=
⎡ ⎤′⋅ + ⋅⎢ ⎥⎣ ⎦

∑

∑ ∑
 (19)

 
The estimation of FC-HL model is similar to that of HL model. 
 
 
3. APPROACHES DEALING WITH THE LARGE CHOICE SET PROBLEM 
 
3.1 Randomly Drawn Choice Set (RDCS) Approach 
 
The computation burden of discrete choice model is tremendous when the number of 
alternatives is very large. There are several methods proposed to deal with this problem in the 
literature. One method is called the randomly drawn choice set (RDCS) approach which is 
constructed from decomposing the structure of full choice sets. This approach estimates the 
choice model using a randomly drawn choice subset from the full choice set. 
 
McFadden (1978) showed that RDCS approach gave the choice model unbiased estimates. 
Traveler i’s probability of choosing alternative j' given the subset of alternatives D, where D is 
randomly drawn from her/his full choice set, can be written as: 

( )
( ) ( )

( ) ( )
| ' exp

' |
| exp

ij
i

ijj D

p D j x
p j D

p D j x

β

β
∈

′⋅
=

′⋅∑
 (20)
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where ( )|p D j  is the probability of drawing the subset D given the alternative j being 
chosen.  
 
This approach works as follows. Each sampled traveler’s choice set is generated by her/his 
chosen alternative plus randomly drawn subsets of all the other alternatives. For example, if a 
traveler faced with 20 alternatives, her/his choice set is composed of her/his chosen 
alternative plus 5 alternatives randomly drawn from the remaining 19 alternatives. One 
random drawn is performed for each traveler. In this case, ( ) 20 1

5| 1p D j C −=  for all j, where 
20 1
5C

−  is the number of combinations of drawing 5 alternatives from (20-1) alternatives.  
 
If each alternative is randomly drawn, ( ) ( )| ' |p D j p D j=  for all j. Thus, ( )| 'p D j  will be 
cancelled out and RDCS approach will get the same estimates as that of the full choice set 
approach. McFadden (1978) showed that randomly drawn approach was unbiased as long as 
the drawing rule satisfies the so-called positive and uniform conditioning property. Positive 
conditioning property requires that the probability of drawing is always non-zero, regardless 
of which alternative in the full choice set is actually chosen. Uniform conditioning property, a 
sufficient condition, is more tractable. It requires that the probability of drawing is the same 
regardless of which alternative is actually chosen. The RDCS approach can be easily applied 
to the models mentioned in section 2. For example, the choice probability of the FC-HL 
model by the RDCS approach can be written as: 

( )
( ) ( )

( ) ( )
( )

( )

1

1

1

1

| exp
|

| exp

exp

exp

M

j ij jm mm

i M

k ik km mk D m

M

j ij jm mm

M

k ik km mk D m

p D j x f
p j D

p D k x f

x f

x f

λ β σ

λ β σ

λ β σ

λ β σ

=

∈ =

=

∈ =

⎡ ⎤′⋅ + ⋅⎢ ⎥⎣ ⎦=
⎡ ⎤′⋅ + ⋅⎢ ⎥⎣ ⎦

⎡ ⎤′ + ⋅⎢ ⎥⎣ ⎦≈
⎡ ⎤′ + ⋅⎢ ⎥⎣ ⎦

∑

∑ ∑

∑

∑ ∑

 (21)

 
Quigley (1976) developed a method to treat similarities between alternatives. This method can 
also reduce the number of alternatives in the estimation process. His method is to aggregate 
all similar alternatives in the same class and define “average” variables to present similar 
alternatives and include logarithm of the number of alternatives as an explanatory variable in 
the utility function of that class. In this way, the number of alternatives can be greatly 
reduced. This method represents the number of similar alternatives as “a proxy for the 
information available to choice-makers about alternatives”. Clearly, this method can only 
roughly approximate relationships between alternatives, because it replaces each alternative’s 
specific characteristics with “average” attributes. An addition drawback of this method is that 
cross-similarities among alternatives cannot be allowed. An arbitrary method used by some 
researchers has artificially reduced the number of alternatives by eliminating alternatives with 
no or less observations. 
 
3.2 Poisson Regression Approach 
 
McCullagh and Nelder (1989, Chapter 6) showed that the likelihood function of a 
multinomial logit model is equivalent to that of a Poisson log-linear model. In this section we 
will prove that the log-likelihood function of FC-HL model is the same as that of its 
counterpart Poisson regression model. The proof of FC model and HL model is 
straightforward so is omitted here for brevity. 
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Let us assume that there are only generic variables in the utility function, i.e., no individual 
specific variables. In this case, ij jx x= . The log-likelihood function of FC-HL model can be 
written as: 

1 1 1
log ln lnN J J

ij ij i ji j j
L d p n p

= = =
= =∑ ∑ ∑  (22)

where 

( )
( )

( )
( ) [ ]

1

1 11 1

exp exp exp

exp expexp

M

j ij jm mm j ij j j
j J JJ M

k ik k kk ik km m k kk m

x f x h U
p

x h Ux f

λ β σ λ β

λ βλ β σ

=

= == =

⎡ ⎤′ ⎡ ⎤+ ⋅ ⎡ ⎤′⎢ ⎥ +⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦= = =
⎡ ⎤ ⎡ ⎤′ +′ + ⋅ ⎢ ⎥⎢ ⎥ ⎣ ⎦⎣ ⎦

∑
∑ ∑∑ ∑

 (23)

jn  is the number of travelers choosing alternative j.  

jh  is the function of unobserved factors for alternative j. 
 
The basic Poisson regression model assumes that n give x has a Poisson distribution 
(Maddala, 1983, p.51). The probability density function of n given x under the Poisson 
assumption is determined by the expected mean ( ) ( )|E n x u u x= = . Hence,  

( ) ( )| !n uf n x u e n−= ⋅  (24)
 
The most common mean function in application is the exponential form and we assume that 
the expected mean is a function of the utility of alternative j:  

( ) ( )expj j j j jE n u x hα λ β⎡ ⎤′= = + +⎢ ⎥⎣ ⎦  (25)

( ) ( )ln j j j ju x hα λ β ′⇒ = + +  (26)
where α  is the Poisson regression constant.  
 
The log-likelihood function can be written as: 

( )
( ) ( )

1 1

1

ln ln ! ln ln !

exp ln !

j j
JJ n u

p j j j j j jj j

J

j j j j j j j jj

L u e n u n u n

x h n x h nα λ β α λ β

−

= =

=

⎡ ⎤= ⋅ = − + ⋅ −⎣ ⎦
⎡ ⎤⎡ ⎤ ⎡ ⎤′ ′= − + + + + + −⎢ ⎥ ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦

∑∏
∑

 (27)

 
To Maximize Eq.(26) as a function of α , we differentiate it with respect to α  and set the 
result equal to zero. Therefore,  

( )1 1
expJ J

j j j jj j
x h n Nα λ β

= =
⎡ ⎤′+ + = =⎢ ⎥⎣ ⎦∑ ∑  (28)

( )
1

exp expJ

jj
N Uα

=
⎡ ⎤⇒ = ⎣ ⎦∑  (29)

where ( )j j j jU x hλ β ′= +  
 
Thus, the log-likelihood function becomes: 

( )

1 11

ln exp exp ln ln exp ln !

ln exp const ln const

p j j j j j jJ J J

J

j j j j j jJ J J j

L N U U n N U U n

n U n U n p
=

⎡ ⎤⎡ ⎤ ⎡ ⎤ ⎡ ⎤= − ⋅ + − + −⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦
⎡ ⎤ ⎡ ⎤= − + = +⎣ ⎦ ⎣ ⎦

∑ ∑ ∑
∑ ∑ ∑ ∑

 (30)

 
The first term in the above expression is identical to the log-likelihood of FC-HL model, and 
the remaining terms are constant. 
 
We now incorporate heterogeneity into Poisson regression model by sample segmentation and 
group individual specific variables. In this case, ij jgx x= , 1,...,g G=  where vector 
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[ , ]jg g jx x x ′= ; gx  is a vector of specific variables in group g and jx  is a vector of generic 
variables of alternative j. Assuming the expected mean of the Poisson distribution is: 

( ) ( )expjg jg g j jg jE n u x hα λ β⎡ ⎤′= = + +⎢ ⎥⎣ ⎦  (31)
where α  is the vector of Poisson constant with respect to group g.  
 
Thus, the log-likelihood function of Poisson regression model can be written as: 

( )
( ) ( )

1 1

1

ln ln ! ln ln !

exp ln !

j j
JJ n u

p j j j j j jj j

J

g g j jg j j g g j jg j jj

L u e n u n u n

d x h n d x h nα λ β α λ β

−

= =

=

⎡ ⎤= ⋅ = − + ⋅ −⎣ ⎦
⎡ ⎤⎡ ⎤ ⎡ ⎤′ ′= − + + + + + −⎢ ⎥ ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦

∑∏
∑

 (32)

 
We differentiate Eq.(32) with respect to gα ’s, then  

( )1 1
expJ J

g j jg j jg gj j
x h n nα λ β

= =
⎡ ⎤′+ + = =⎢ ⎥⎣ ⎦∑ ∑  (33)

 
This implies gα = ( )1

expJ

g g j jg jj
n x hα λ β

=
⎡ ⎤′+ +⎢ ⎥⎣ ⎦∑ . Substituting gα  in the original 

log-likelihood function, we can get 

( ) 2

exp exp
ln ln const

ln ln exp ln !

g jg jgJ

p jg jgG J G J
jg g jg jg jgJ

n U U
L n p

n n U U n

⎡ ⎤⎡ ⎤ ⎡ ⎤− ⋅ +⎢ ⎥⎣ ⎦ ⎣ ⎦= = +⎢ ⎥
⎡ ⎤⎢ ⎥− + −⎢ ⎥⎣ ⎦⎣ ⎦

∑
∑ ∑ ∑ ∑

∑
 (34)

 
Again, the FC-HL model is likelihood-equivalent to the Poisson regression model. In the 
extreme case, each group can contain only one individual so the above result is also 
applicable to the individual data. 
 
The above proof shows that the estimation result of certain Poisson model will be the same as 
its counterpart logit type model. In practical application, the model form used in Poisson 
regression model is the numerator of Eq.(24). The omission of constant denominator term will 
not affect the result. In the case of grouped aggregate data when all ju ’s are not zero, 
log-linear model of Eq.(26) and maximum likelihood estimation method can be used to 
calibrate the model. This simple form is very easy to calibrate. In the case of disaggregate 
data, Eq.(25) and least squared method will have to be used to calibrate the model. The 
computing advantage of Poisson regression will be not be as obvious in this situation. Large 
choice set causes no problem for Poisson regression model since each alternative is treated as 
an observation as shown in Eq.(24). 
 
 
4. MONTE CARLO EXPERIMENTS 
 
In this section we examine the performance of RDCS approach when the correct choice 
models are multinomial logit and logit kernel. We also compare the performance of Poisson 
regression models to some logit type models, i.e. FCL model, HL model, FC-HL model, and 
LK model. We performed 6 Monte Carlo experiments for the above purposes. Each 
experiment has 1000 observations and each observation has 30 alternatives. The chosen 
alternative of each observation is decided by utility maximizing principle.  
 
Choosing the number of sample size in Monte Carlo experiments is an important issue. The 
general principal is that the sample size should be large enough to capture error structures 
used in the experiments and to describe the complex utility function correctly in terms of 
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statistical significance. However, large sample size will generally decrease the computing 
efficiency. The sample size of 1000 which satisfies the above principle is determined from 
several trials not reported here. The performance order of the methods discussed in this paper 
is not affected by the sample size. All estimations and computations were carried out by 
GAUSS programming language (Aptech Systems Inc., 2002). Normal distribution errors were 
generated by the random number generator RNDN from GAUSS Library.  
 
We use grouped aggregate data in the following experiments (with the exception of 
experiment 2 which uses disaggregate data). We assume the choice situation is residential 
location choice of CBD worker faced with the same network (travel time and cost) and zonal 
(rent) data. Travel cost and rent are put together into one cost variable. More complicated 
choice situation, e.g., many to many location choice, and specification, e.g., zonal specific 
variable, can be easily extended. The zonal size will also have no effect on the result as long 
as the sample size is large enough to guarantee that the dependent variable is not zero. 
 
Consider the following basic utility function for the Monte Carlo experiments, 

1 2
1 2ij j j ijU x xβ β ε= + +  (35)

 
The explanatory variables ( 1

jx , 2
jx ) in Eq.(35) are generated from an independent normal 

distribution N(0,9) and they are also independent across individuals and alternatives. Each 
error term ε  is generated from independent Type I Extreme Value distribution with scale 
parameter of one. The parameter values used to generate the data are 1 0.25β = , 2 0.5β = . 
This utility function is used in Experiment 1. 
 
4.1 Experiment 1: MNL (Full Choice Set vs. RDCS) vs. Poisson Regression 
 
This experiment has two purposes. First purpose is to examine the performance of RDCS 
approach when the correct choice model is multinomial logit. Second purpose is to examine 
the performance of Poisson regression model comparing to that of multinomial logit model. 
The utility function of Eq.(34) is used in this experiment. The error terms of all alternatives 
are assumed to be independent and homoscedastic. 
 
 

Table 1. The Coefficients (t-values) of Models  
in Experiment 1 

Parameter 
(true value) 

MNL (full 
 choice set) MNL (RDCS) Poisson 

 regression 

1β =0.25 0.262(16.59) 0.270(12.22) 0.262(15.12) 0.260(15.85) 0.262(17.01) 
2β =0.5 0.488(38.65) 0.501(25.15) 0.491(32.56) 0.484(35.63) 0.488(44.11) 

Constant — — — — 2.705(51.22) 
# of alternatives 30 5 10 15 30 

 
Table 1 shows that the RDCS approach performs well even when the number of randomly 
drawn alternatives is only 4. Since MNL model is very easy to calibrate, the computing 
advantage of RDCS approach is quite small. Poisson regression has the same estimates as 
those of MNL model but with less computing time. The t-values of Poisson regression model 
is different from those of MNL model due to the existence of extra constant term. 
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4.2 Experiment 2: Logit Kernel (LK) Models (Full Choice Set vs. RDCS) 
 
The purpose of this experiment is to examine the performance of RDCS approach when the 
correct choice model is logit kernel. We use disaggregate data in this experiment. The utility 
function of this model is 

1 2
1 2 1

M

ij ij ij jm m im ijm
U x x fβ β σ η ε

=
= + + ⋅ ⋅ +∑  (36)

 
We separate 30 alternatives into three nests (M=3) and assume that each nest has the same 
correlated unobserved factor, i.e., alternative 1 to 10 with 1σ  factor, alternative 11 to 20 with 

2σ  factor, and so on. 1jmf =  if alternative j is a member of nest m, and 0jmf =  otherwise. 
The parameter values used to generate the data are 1 0.25β = , 2 0.5β = , 1 3σ = , 2 2σ = , 

3 1σ = . η ’s are randomly drawn from N(0, 1). 
 
The estimation procedure is showed in Eq.(7) and (8). It requires many random draws. 
Brownstone and Train (1999) showed that the bias may be negligible with as few as 125-200 
pseudo-random draws to simulate the log-likelihood function of logit kernel model. Bhat 
(2001) reported that Halton generator with only 125 draws was far superior to the 
pseudo-random generator with as many as 2000 draws. In this paper, we use 500 Halton 
draws to reduce the simulation variance of maximum simulated likelihood (MSL) estimator. 
 
 

Table 2. The Coefficients (t-values) of Logit Kernel Models  
in Experiment 2 

Parameter 
(true value) 

LK (full 
choice set) LK (RDCS) 

Poisson with 
Random 
Effects 

1β =0.25 0.264(18.5) 0.249(11.9) 0.258(15.6) 0.256(15.8) 0.257(17.1) 0.154(28.9)
2β =0.5 0.520(30.2) 0.473(15.9) 0.485(21.4) 0.506(24.8) 0.506(26.8) 0.294(54.7)

1σ =3 3.697(6.2) 0.731(1.8) 1.231(4.7) 2.018(6.5) 2.197(6.4) 0.714(3.4) 
2σ =2 2.322(4.8) 0.173(0.3) 0.606(1.5) 1.166(3.6) 1.408(4.3) 0.692(3.2) 
3σ =1 1.237(2.1) 0.542(1.0) 0.855(2.4) 0.244(0.2) 0.597(0.9) 0.418(1.2) 

P-Constant — — — — — -3.95(-25.7)
# of alternatives 30 5 10 15 20 30 
Sample Size 1000 1000 1000 1000 1000 1000 
Time(Min) 12.633 5.684 5.937 6.063 6.948 1.573 

 
The results of LK models are shown in Table 2. The computing time of this model is much 
longer than that of MNL model. The use of RDCS approach can indeed reduce a large portion 
of the computing time. The coefficients of 1β  and 2β  in the RDCS model are close to those 
of the full choice set model. However, the estimates of random effect parameters 1σ , 2σ , and 

3σ  do not fit well even when the number of random draw is as many as 19 and some of them 
are insignificant. These results suggest that the RDCS approach may not be suitable when 
similarities between alternatives exist. The results of Poisson regression model calibrated by 
least square method is also shown in Table 2. The results showed that Poisson regression 
model had great computing advantage over logit kernel model. It takes only about one-eighth 
of the computing time. The ratio of coefficients 1̂β  and 2β̂  is very close to the true value 2. 
However, the absolute value of each coefficient is quite different from their true parameter 
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due to scale difference. If the focus of study is the ratio between parameters, e.g., value of 
time, Poisson regression model will be a good substitute for logit kernel model due to great 
computing efficiency. 
 
The purpose of the following three experiments is to demonstrate the relationship between 
some logit type models (FCL, HL, and FC-HL) and Poisson regression model. 
 
4.3 Experiment 3: Correlation Models (FCL vs. Poisson regression) 
 
The utility function of correlation model is 

1 2
1 2 1

M

ij j j jm m ijm
U x x fβ β σ ε

=
= + + ⋅ +∑  (37)

 
This is a simplified case of experiment 2. In this experiment, we set all η ’s to one and use 
grouped data. The rest are the same as experiment 2. The estimation results are shown in 
Table 3. The parameter 3σ  is normalized to one to satisfy the identification condition. We 
can see that Poisson regression model and FCL model have the same estimates. 
 
 

Table 3. The Coefficients (t-values) of Correlation Models  
in Experiment 3 

Parameter 
(true value) FCL Poisson  

Regression 
1β =0.25 0.259(14.65) 0.259(15.19) 

2β =0.5 0.495(29.22) 0.495(47.19) 
1σ =3 2.681(12.63) 2.681(19.56) 
2σ =2 1.803(8.11) 1.803(11.21) 
3σ =1 1.0 (—) 1.0 (—) 

P-Constant — 0.2214(1.69) 
 
4.4 Experiment 4: Heteroscedasticity Models (HL vs. Poisson Regression) 
 
The utility function of heteroscedasticity model is 

1 2 *
1 2ij j j ijU x xβ β ε= + +  (38)

where *
ij ij jε ε λ= ; λ  is the scale parameter of the error component *ε .  

 
The heteroscedasticity among alternatives are assumed to be alternative 1 to 10 with scale 1λ , 
Alternative 11 to 20 with scale 2λ , and so on. The parameter values used to produce the data 
are 1 0.25β = , 2 0.5β = , 1 0.75λ = , 2 1.00λ = , and 3 1.25λ = . 
 
The estimation results are shown in Table 4. The parameter 2λ  is constrained to one to 
satisfy the identification condition. Since the scale is different we have to use the ratio to tell 
the performance of the model. It can be seen that the ratio of 1β  and 2β  is very close to the 
‘true’ ratio 2 and both models have the same estimates. From Table 3 and 4, we can see that 
Poisson regression model gets higher t-values in the correlation model but lower t-values in 
the heteroscedasticity model 
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Table 4. The Coefficients (t-values) of Heteroscedasticity Models  
in Experiment 4 

Parameter 
(true value) HL Poisson  

Regression 
1β =0.25 0.228(5.52) 0.228(2.43) 

2β =0.5 0.473(11.33) 0.473(5.76) 
1λ =0.75 0.756(8.99) 0.756(5.70) 
2λ =1.00 1.0 (—) 1.0 (—) 
3λ =1.25 1.065(8.207) 1.065(3.89) 

P-Constant — 1.910(10.69) 
 
4.5 Experiment 5: Correlation and Heteroscedasticity Models (FC-HL vs. Poisson 
Regression) 
 
The utility function of this model is 

1 2 *
1 2 1

M

ij j j jm m ijm
U x x fβ β σ ε

=
= + + ⋅ +∑  (39)

 
The assumption of unobserved correlated factors is the same as those of experiment 3. 
Moreover, we assume there are heteroscedasticity among alternatives. The heteroscedasticity 
among alternatives are assumed to be alternative 1 to 15 with scale 1λ , Alternative 16 to 30 
with scale 2λ . The parameter values used to generate the data are 1 0.25β = , 2 0.5β = , 

1 3σ = , 2 2σ = , 3 1σ = , 1 1.25λ = , and 2 1.00λ = . 
 
 

Table 5. The Coefficients (t-values) of Correlation and Heteroscedasticity  
combined Models in Experiment 5 

Parameter 
(true value) FC-HL Poisson  

Regression 
1β =0.25 0.158(9.19) 0.158(11.20) 

2β =0.5 0.307(9.73) 0.307(13.98) 
1σ =3 2.530(9.36) 2.530(9.014) 
2σ =2 2.015(8.92) 2.015(7.664) 
3σ =1 1.0 (—) 1.0 (—) 

1λ =1.25 1.356(10.88) 1.356(15.83) 
2λ =1.00 1.0(—) 1.0(—) 

P-Constant — -0.164(-0.510) 
 
The estimation results are shown in Table 5. The parameters 3σ  and 2λ  are both constrained 
to one to satisfy the identification condition. It can be seen that the ratio of 1β  and 2β  is 
very close to the ‘true’ ratio which is 2 and both models have the same estimates. Poisson 
regression model gets higher t-values for some parameters but lower t-values for other 
parameters. 
 
4.6 Experiment 6: Correlation with Random Effect Models (LK vs. Poisson regression) 
 
The purpose of this experiment is to compare the performance of Poisson regression model 
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with general logit kernel model. The utility function of this experiment is 
1 2

1 2 1

M

ij j j jm m im ijm
U x x fβ β σ η ε

=
= + + ⋅ ⋅ +∑  (40)

 
30 alternatives are divided into three groups (M=3) and each group has the correlated 
unobserved factor mσ . That is, alternative 1 to 10 with factor 1σ , alternative 11 to 20 with 
factor 2σ , and so on. And η ’s are i.i.d. random normal variables with zero mean and unit 
variance. The parameter values used to generate the data are 1 0.25β = , 2 0.5β = , 1 3σ = , 

2 2σ = , 3 1σ = . 
 
Table 6 is the estimation results of two random effect models. The estimates of two generic 
variables are very close to each other and the true parameters ( 1β  and 2β ). Their t-values are 
also very close. LK model has more accurate estimates for correlation parameters σ ’s 
although the estimates of  3σ  is not significant. The estimates of Poisson regression are less 
significant and less accurate but still not significantly different from the true parameters. 
However, Poisson regression model require less computing time. We also extended this 
experiment from one-group to many-group situation and got similar results. The about results 
show that Poisson regression model can be used in choice situations with large choice set and 
complex error structure. Since the estimation of LK model involves tedious trial and error 
process, the more efficient Poisson regression model can be used as a screen model to find the 
correct specification. This specification can be used to calibrate the final LK model. This 
approach will save total computing time. 
 
 

Table 6. The Coefficients (t-values) of Correlation with Random Effect Models  
in Experiment 6 

Parameter 
(true value) LK Poisson  

Regression 
1β =0.25 0.254(28.2) 0.254(28.90) 

2β =0.5 0.512(40.8) 0.513(40.81) 
1σ =3 3.122(5.4) 2.448(1.65) 
2σ =2 1.989(1.8) 2.327(1.52) 
3σ =1 0.993(0.5) 1.869(1.06) 

P-Constant — 0.484(0.17) 
 
 
5. CONCLUSION AND DISCUSSION  
 
We have demonstrated two approaches to deal with the large choice set problem of discrete 
choice model. The first approach is randomly drawn choice set (RDCS) approach. However, 
the results of our Monte Carlo simulations show that this approach is only applicable to 
independent and homoscedastic alternatives. When there are correlated factors among 
alternatives, this approach can not get good fit for the correlated factors even when the 
number of draw is quite large. 
 
The other approach is Poisson regression model. We proved theoretically that Poisson 
regression model could get the same estimates as some logit type models that showed 
heteroscedasticity and correlation across alternatives. The results of our Monte Carlo 
experiments showed the same conclusion empirically. We also used Poisson regression model 
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to estimate random effect correlation model. Its estimates are close to those of logit kernel 
model. We also found that Poisson regression model required less computing time due to its 
simpler model form. The computing advantage of Poisson regression model is generally 
dependent on the complex of utility function and number of alternatives. 
 
From our experience, we believe that Poisson regression model is preferred to some logit type 
model due to simpler model form in the choice situation with large choice set. However, 
Poisson regression model does have some limitations. First, it is best suited for grouped 
aggregate data with large choice set and large sample size. For disaggregate data, small choice 
set, or small sample size, most of its computing advantage will be lost. Second, if the grouped 
aggregate data is used, the number of groups will put limitation on its specification due to the 
degree of freedom constraints. 
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